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1. Given the following LP problem:

Max Z=[3 2 3lx
s.t.

2 -1 -1 2 i
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X3

(1) Please apply Two-Phase method to find the optimal solution if it exists. If there is no optimal

solution, please explain your opinions.
P N Answers of 1-(1):

Optih;r;i 7 ; Baszc vanabiel L Basxc vanabie 2

4 _pomt% 4 points ’ 4 pomts

(2) Use the mformdtlon in(1)to 1dem1fy the range for ¢, and ¢, (the first and second coefficients in
the objective function) respectively such that the optimal basis still remains the same.

(3) Show your calculation to give the value of 0Z/0x; in the final iteration.

(4) Please identify the pivot number (element) in the last iteration and explain why

(5) Please identify the new optimum Z* if the right hand side is changed to [-3, 71". DO NOT solve
it from the beginning.

Answers of 1-(2)~(5):

S

‘ R y
1-(2) 1-(2) ‘ 1-(3) pi\(/(gt : 1-(5)
i . - N > ES
-~ Range of ¢; ‘ Range of ¢y | 0Z/0x,  number new optlnlu@ Zf
2 points 2 points | 2 points ' 2 points 5 points

2. Consider the three-period inventory problem. At the beginning of each period, a firm must
determine how many units should be produced during the current period. During a period, if x
units are produced, a production cost c(x) is incurred, where C(0) =0, and for x >0, ¢(x)= 3+2x.
Production capacity during each period is limited to 4 units. The demand is random and observed
after production occurs. Each period's demand is equally likely to be 1 or 2 units. After meeting
the current period's demand out of current production and inventory, the firm's end-of-period
inventory is evaluated, and a holding cost of $1 per unit is assessed. Because of limited space
capacity, the inventory at the end of each period cannot exceed 3 units. It is required that all
demand be met on time. Any inventory on hand at the end of period 3 can be sold at $2 per unit.
At the beginning of period 1, the firm has 1 unit of inventory. Please apply dynamic
programming to determine a production policy that minimizes the expected net total cost

incurred during the three periods.

Answers of 2:

Amount produced in . Amount produced in
. | X Total cost
period 1 } period 2
& points | 8 points 8 points 1

3. Consider the transportation problem having the following cost parameter table

Cityl City2 City3 SUPPLY
Plantl 5 9 10 24
Plant2 11 6 8 19
Plant3 12 13 7 17
DEMAND 21 10 19

(1). use Vogel’s approximation method to find a basic feasible solution and its total cost.
(2). find the optimal solution and its total cost.

(3). consider the following demands of each city and formulate its Simplex tableau. DO NOT solve

it.
Cityl | City2 | City3
Minimum demand | 21 10 19
Maximum demand | 28 13 co
Answer of 3.
3~(1)-a: 3-(1)-b: 3-(2)-a: 3-(2)-b: 3-(3)
VAM BFS Total cost optimal solution total cost Simplex tableau

In tabular format

In tabular format

In tabular format

10_points

10_points

6 points
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4.

(1). In 2 Markov chain, given two states i and j, a path from 7 and j is a sequence of transitions that
begins in i and ends in j, such that each transition in the sequence has a positive probability of
occurring. A state is reachable from state i if there is a path leading from i to j. Two states i and
jaresaidto  4-(1)-a  if;is reachable from i, and i is reachable from j. A set of states S ina
Markov chainisa  4-(1)-b  set if no state outside of S is reachable from any state in S. A state
iisa 4-(1)-c_state if there exists a state that is reachable from i, but the state i is not reachable
from state j. A state 7is_4-(1)-d  with period & >1 if k is the smallest number such that all
paths leading from state i back to state j have a length that is a multiple of k. If all states in a
chain are recurrent, aperiodic and communicate with each other, the chain is said to be 4-(1)-¢ .

(LEHRPEANEHEEILT B2 1 5)

(2). You are selling ice cream. Suppose that the sales of ice cream are related to the weather. Your
will have a daily net loss of $500 if it is a raining day. If not, your will have a daily net earning
of $500. During this season, the probability of a raining day is 1/3. At the beginning of April 1%,
you have $1000 capital. Your goal is to increase your capital to $1500. As soon as you do, you
stop selling. You also stop selling if your capital is reduced to $0. What is the probability of your
capital to be $0, $500, $1000, and $1500 at the end of April 4™ 9 (8 points)

(3). Consider the following transition matrix:

0 1 2
0[0.3 02 05
P=1104 02 04
2003 0 07

(a) compute the steady-state probabilities of the Markov chain  (6_points)
(b) compute the expected(or mean) recurrence time for each state  (6_points)

Answers of 4-(1)

4-(1)-a 4-(1)-b 4-(1)-¢c 4-(1)-d 4-(1)-e
1 _point 1_point 1_point 1 point 1 _point
Answers of 4-(2)
Probability of $0 Probability of $500 Probability of $1000 | Probability of $1500
2 _points 2_points 2 points 2_points
Answers of 4-(3)-a Answers of 4-(3)-b
Steady-State | Steady-State | Steady-State | Expected Expected Expected
Probability of | Probability of | Probability of | recurrence recurrence recurrence
state 0 state 1 state 2 time of state 0 | time of state 1 | time of state 2
2_points 2_points 2_points 2_points 2_points 2_points
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