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1. The Generator Matrix "G" of Linear Block Coder is listed as below. Please Find the
Parity-Check Matrix "H" and the Syndrome Look-up Tabte. (20%)
1001 1000
G= O S 0
1 0 1 0
010 0

- O O
S O -

0 0
1 0
0 L

2. Please calculate the ratio of peak signal power to average quantization noise power,

(S, /N,), with 8-bit linear PCM quantizer.(15%)

3. Determine whether or not s,(/) and s,(f) are orthogonal over the interval
(-1.5T, <t <1.5T,), where s,(f) = cos(2nf}t +4,), 5,(1}y = cos(2nfyt +¢,) , and
T, =1/ f, for the following case: (15%)
(@ f,=/, and ¢, =¢,
®). fi=%f, and ¢ =4,
(). /, =“2f2 and ¢, =4,
(d). fi=nf, and ¢ =4,
(. fi=/f, and ¢, =6, +n/2



4. A time-sequence function is defined as below: -
y{n] = 2x[n]-3x[n—-1]+4x[n—-2]-2y[n-1]+3y[n-2]
Please find the transfer function H(z). Moreover, please draw the Direct-Form II
structure of H(z) and design a simple C-program for this IIR filter.(15%)

Consider a linear prediction filter, the filter output [n] is defined as below:
. 14 .
x[n]= Z w, x[n — k]
k=i

The p is the prediction order. The w, is the predictive coefficient. The mean square
value J of prediction error is defined as below: -

. J = El(x[n] - 2[n])’]

Please derive and prove the following equations.

_ -1
Wo = R.r r,

1 T p-l
Jmin =0, I, R,r r

X

(The w, isthe optimum coefficient vector. The J_,, is the minimum mean square

_value of the prediction error. The }', is p-by-/ autocorrelation vector. The R, is
p-by-p autocorrelation matrix. ) (20%) |

6. Please use abrief introduction todescribe 3G, WiMax, SIP, El, and Skype. ( 15%)-
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