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(1) (5%) Find the eigenvalues and their multiplicities for H.

EEFR (2) (5%) Find det(UHU).

1A & 6% £ 100 4 - (3) (5%) Find trace(UHUY).
2. R3RE o FARHEHRNBARALERBARIEFELALESL -

3. 2MEENALLEEZERMAES  FARTHA - (4) (5%) Find the norm of UHx if Hx = [a b ¢ d]".

LAAREFRATH wRIIRNA (LA EAXIBLHRLAFTERSR)  FHL
EEW T PR BRI Ty - 6. (10%) Prove or disprove det(X+Y) = det(X) + det(Y) for any square matrices X and Y.

1. (15%) Find the least-squares solution of Ax = b where

-1 2 B
A=2 -3| and b=|l
-1 3 2

2. (25%) Let x, y, z, w be the eigenvectors that correspond to distinct eigenvalues a, b, c, d of
an NxN matrix A.
(1) (10%) Show that the eigenspace of A corresponding to a is a subspace.

(2) (15%) Show that the vector set {X, y, z, w} is a linearly independent set.

3. (10%) Rank Theorem: For an NxN matrix A, we have rank(A) + nullity (A) = N. Use the

theorem to show that Ax = 0 has only the trivial solution when A is of full rank.

4. (20%) Consider two square matrices A and B where A and B are similar.
(1) (10%) Show that A? is similar to B2.

(2) (10%) Show that if A is diagonalizable, then B is also diagonalizable.



